Linear Algebra Review

Khan Academy has excellent [Linear Algebra Tutorials](https://eventing.coursera.org/api/redirectStrict/SB0ZJwpd92sJub-Ieozk0kIYzEo5DX1qSy0QNnG-CDfpGX4xbdXa61CgzGnYKPc0R-he3Jcnhvk5u9k4XA0GdA.e3bvRRPeR-ZUpeVS106zMw.lVhdAh9-fHFUK6s1EMrO6in-NCEqhEvbqY4XCPaNtIeFa8k1aoyfvTjqM28YLHYmDcWw1kTL1vSA0Wq8quwXnfmt4NOA2jrnCQ-Tm0eS5ORkjJJ7wfZ8rJ_4aiss-VqFzAjBA1j_z8QOscEz5LpznLdWhhjH3d9YulK2sv5KHG1sqLRTZkxwRTFZmEvV9586F6-_awWCF-r7jXSLcikM9Pa86M4LNhxbGPeohike5WvAFq6wUP_3tG2OSo9ACwtQuFgM53KWMsD8De2ZXYFrPL6gTFORBXv2J0HEPMuP-Ha1i28Yfj4RlPl-JHafy7wG).

This online [Linear Algebra text](https://eventing.coursera.org/api/redirectStrict/lB0ld2QXcTyFPoRKI6VgR6vuvWJCi2DElPuMWMJ7oxAbfpFpPQHeq5kSOjbtHGDkOr3CvhXh-MJPD5rbHF_MFg.ezYLw0eowG5DKeZgTe7h0g.QpkL1ng_1K5bKekMy1PeT4l1iGPx1ZQVeUZKFfbZj49c7Nii_FUkwLE0ZDm8l8p05e7b6_y59MFBR76a7qjvKRChFtPblxUx2en3sb0LTseYorP_KkJVMmq-7YiuwbwT7zcyCTQ6E1wNGLpNVhggliCe-5xkqzrqNFIt_q39znotQbSC6ZDKlhwxCjNi7_cGbO4F03PDeAqjL4Mw669ehsMrSfTgspvd1Jzm4tU3yij01yFC-n2n9Zu54TCL2WbTatab79leGFjLTL8qNMFG_F5u8DGJf9umyUQiUfwqYBrMipuDa6W1M4DhXLVORRnFXlSOzzW73bATchqHOO8bBFgKGdBNXmxZdLy5OEOt9NhaRJLPJvYzhzIT5JHBQ8vRlBB438xT8gPErE6XKImTSqOaf_J5nd2-aM9FKwei-cQ5ChA7ZI5x1Yj4oaNnjlyBWqgx5_acasbXcd2QVG4QrYsSPG-rNSCR6rRjo5df6EI) is also an excellent resource, particularly for a proof of the normal equation.

Matrices and Vectors

Matrices are 2-dimensional arrays:

*A*=⎡⎣⎢⎢⎢*adgjbehkcfil*⎤⎦⎥⎥⎥

The above matrix has four rows and three columns, so it is a 4 x 3 matrix.

A vector is a matrix with one column and many rows:

⎡⎣⎢⎢*wxyz*⎤⎦⎥⎥

So vectors are a subset of matrices. The above vector is a 4 x 1 matrix.

**Notation and terms:**

\* *Aij* refers to the element in the ith row and jth column of matrix A.

\* A vector with 'n' rows is referred to as an 'n'-dimensional vector

\* *vi* refers to the element in the ith row of the vector.

\* In general, all our vectors and matrices will be 1-indexed.

\* Matrices are usually denoted by uppercase names while vectors are lowercase.

\* "Scalar" means that an object is a single value, not a vector or matrix.

\* R refers to the set of scalar real numbers

\* Rn refers to the **set** of n-dimensional vectors of real numbers

Addition and Scalar Multiplication

Addition and subtraction are **element-wise**, so you simply add or subtract each corresponding element:

[*acbd*]+[*wyxz*]=[*a*+*wc*+*yb*+*xd*+*z*]

To add or subtract two matrices, their dimensions must be **the same**.

In scalar multiplication, we simply multiply every element by the scalar value:

[*acbd*]∗*x*=[*a*∗*xc*∗*xb*∗*xd*∗*x*]

Matrix-Vector Multiplication

We map the column of the vector onto each row of the matrix, multiplying each element and summing the result.

⎡⎣*acebdf*⎤⎦∗[*xy*]=⎡⎣⎢*a*∗*x*+*b*∗*yc*∗*x*+*d*∗*ye*∗*x*+*f*∗*y*⎤⎦⎥

The result is a **vector**. The vector must be the **second** term of the multiplication. The number of **rows** of the vector must equal the number of **columns** of the matrix.

An **n x m matrix** multiplied by an **m x 1 vector** results in an **n x 1 vector**.

Matrix-Matrix Multiplication

We multiply two matrices by breaking it into several vector multiplications and concatenating the result

⎡⎣*acebdf*⎤⎦∗[*wyxz*]=⎡⎣⎢*a*∗*w*+*b*∗*yc*∗*w*+*d*∗*ye*∗*w*+*f*∗*ya*∗*x*+*b*∗*zc*∗*x*+*d*∗*ze*∗*x*+*f*∗*z*⎤⎦⎥

An **m x n matrix** multiplied by an **n x o matrix** results in an **m x o** matrix. In the above example, a 3 x 2 matrix times a 2 x 2 matrix resulted in a 3 x 2 matrix.

To multiply two matrices, the number of **columns** of the first matrix must equal the number of **rows** of the second matrix.

Matrix Multiplication Properties

\* Not commutative. *A*∗*B*≠*B*∗*A*

\* Associative. (*A*∗*B*)∗*C*=*A*∗(*B*∗*C*)

The "identity matrix", when multiplied by any matrix of the same dimensions, results in the original matrix. It's just like multiplying numbers by 1. The identity matrix simply has 1's on the diagonal and 0's elsewhere.

When multiplying the identity matrix after some matrix, the square identity matrix should match the other matrix's**columns**. When multiplying the identity matrix before some other matrix, the square identity matrix should match the other matrix's **rows**.

Inverse and Transpose

The **inverse** of a matrix *A* is denoted *A*−1. Multiplying by the inverse results in the identity matrix.

A non square matrix does not have an inverse matrix. We can compute inverses of matrices in octave with the pinv(A) function [1].

The **transposition** of a matrix is like rotating the matrix once clockwise and then reversing it:

*A*=⎡⎣*acebdf*⎤⎦

*AT*=[*abcdef*]

In other words:

*Aij*=*ATji*

Footnotes

[1]: As described in the course video, this octave function computes the [pseudo inverse](https://eventing.coursera.org/api/redirectStrict/x4gznDG1yXmFtrDf3n-UdB4n26troUQZjUDK_i8Ac-yYH54Xdlgv2vYVcDEgddOvNcfiXL746MGnRsxdt_eGDQ.ZLaDSsRXQZU6jl_Le6leXg.ZBK_tT8J23MFYb1Ky_XEzZj_acadujJ4gh7rXtDYodUbdnQ7QxKIaDBrotcpqfWZZk3JId7R4EGIlE8QzFyIqGr13cbWmFUpEvo9ixeOR8_fiXGqgvHLPMp8q8_fNe_U5mnArRDBKnbtftSpUHreOdbO3bnG9_5XyXY3_0DTrDlpo_YUptFGu6UokXYqGC07YMJPTPtpoBErph1s9P4XOITuH4_Y9947OFYLGHSpcG55gr-sMXAZFC21cAf1G5-ETA7PbdcBh5mG7Qp4UqLN3OZZxx-C8Drrlgk9tS4UWhihdPMlQ5wQIHKiLly2dW_tQ7vjNwQRkAzINjTy-nog-jgiW8Aaei5TXj-4yfErbQ9i-6iVtQbK5D_Vf1HFNQZ3) for singular matrices which do not have inverses.